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Abstract: Silicon is an excellent detector material for electromagnetic radiation in the 

wavelength range of 0.1 to 1000 nm. In the visible spectral range (400-700 
nm), external quantum efficiencies approaching 100% are obtained. When 
combined with the amazing miniaturization capabilities of the semiconductor 
industry, this fact explains why silicon is the material of choice for very 
efficient, highly integrated, cost-effective image sensors: In 2007 about one 
billion image sensors were produced and employed in camera systems. 
Profiting from the unrelenting progress of semiconductor technology, silicon-
based image sensors with astounding performance have been demonstrated, in 
terms of resolution, pixel size, data rate, sensitivity, time resolution and 
functionality: 111 million pixels on a single CCD chip were produced, pixels 
with a period of 1.2 µm were fabricated, sustainable image acquisition and 
readout rates of 4 billion pixels per second were realized, single-photon 
sensitivity at room temperature and at video rates was achieved, timing 
resolution of the pixels in lock-in image sensors below 5 ps was obtained, and 
the processing complexity of “smart pixels” was raised to several ten transistor 
functions per pixel. The future of semiconductor image sensing lies in the 
extension of the accessible wavelength range to the infrared spectrum (1.5-10 
µm), the development of affordable, high-performance X-ray image sensors in 
particular for the medical energy range (20-120 keV), the realization of 
sensitive and cost-effective sensors for Terahertz imaging (100-500 µm), as 
well as the integration of an increasing amount of analog and digital 
functionality on single-chip custom camera systems. The Holy Grail is the 
“seeing chip”, capable of analyzing the contents of a scene and of recognizing 
individual objects of interest. 

Key words: Solid-state image sensing. Electronic imaging. X-ray imaging. Infrared 
sensing. Seeing chips. 
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1 INTRODUCTION 

Over the last decade, electronic imaging has made tremendous 
progresses, basically replacing film-based cameras in almost all application 
fields, including consumer, security, industrial and scientific applications. 
These cameras rely on the excellent optoelectronic properties of 
semiconductor materials, with silicon being in most cases the material of 
choice. High quantum efficiency over the visible range and the cost effective 
manufacturing capability of the semiconductor industry have enabled the 
production of image sensors at affordable prices with excellent 
performances, in particular in terms of spatial resolution, pixel size, dynamic 
range and sensitivity. Until the year 2000 the large majority of commercially 
available electronics cameras and camcorders were based on CCDs (Charge 
Coupled Devices). Today CCDs still play an important role in electronic 
imaging, due to their high performances providing for example spatial 
resolution of up to 111M pixels, dynamic range in excess of 80dB and 
sensitivity down to single-photon detection. However, Complementary 
Metal-Oxide-Semiconductor (CMOS) image sensors have been since the 
1990’s the subject of significant development. They take advantage of the 
capability to integrate analog and digital circuits on chip for the control and 
readout electronics. This on one hand enables the manufacture of cost-
effective image sensors and on the other hand allows the realization of 
imagers with added functionalities, leading to increasingly smarter and more 
compact imaging devices. As a result, CMOS image sensors have today 
become worldwide the dominating technology both in terms of units sold as 
well as in terms of revenues. CMOS image sensors are now widely used for 
consumer applications, such as in compact digital still picture cameras 
(DSCs), mobile phones and camcorders, as well as in numerous other fields, 
including surveillance, security, robotics, automotive, industrial control and 
even medical applications.  

 
CMOS image sensors clearly profit from the progresses realized in the 

semiconductor industry and the continuous trend towards miniaturization, 
smaller minimal feature size and the increased numbers of transistors/pixels 
per unit area, following in this regards Moore’s law as often referred to for 
other integrated circuits such as processors and memories. On the other hand 
the trend in the development of image sensors goes beyond just a race for 
more pixels and a higher level of integration. Image sensors are more and 
more used for applications covering a significant broader spectral range, 
from X-ray up to Terahertz imaging. Moreover the development of smart 
imagers opens up completely new possibilities, for example in three-
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dimensional imaging, object tracking, smart intrusion detection or spectral 
imaging.     

 
The present chapter gives an overview on fundamentals of semiconductor 

image sensing and technology, giving insights in current technological 
trends and the state-of-the art in high-sensitivity electronic imaging. This is 
followed by application examples in high-speed imaging, color imaging and 
optical 3D Time-Of-Flight imaging. While many applications and products 
are focused on the visible range of the electromagnetic spectrum, the 
extension towards shorter wavelength (e.g. X-ray imaging) and longer 
wavelength (such as infrared and Terahertz imaging) is gaining in 
importance. Examples of IR sensors include Quantum Well IR 
photodetectors, bolometers and HgCdTe sensors. Magnetic resonance and 
ultrasound imaging in turn are not addressed within the scope of this chapter.  

2 FUNDAMENTALS OF SEMICONDUCTOR IMAGE 
SENSING 

2.1 Interaction of light and semiconductor 

The capability of solid-state image sensors to detect light is related to 
their semiconducting properties. The interaction of light and semiconductors 
has two principal components. First light waves travel at a reduced speed cmat 
= cvac/n where n is the refractive index of the material and cvac =3×108 m/s is 
the speed of light in vacuum. Secondly the incident light intensity I0 (W/m2) 
is absorbed exponentially with the thickness x of material through which it 
travelled, according to Beer's law: 

I x I e x( ) = −
0

α  (1) 

The absorption coefficient α (in units of cm-1) depends strongly on the 
wavelength and thus the energy of the incident light: For energies below the 
bandgap Eg, the material is essentially transparent. For energies larger than 
the bandgap, the material absorbs the incident radiation. The higher the 
energy (the lower the wavelength), the smaller is the penetration depth. For 
direct-bandgap semiconductor materials such as GaAs the α(E) curve is even 
steeper than for indirect-bandgap materials such as silicon (figure 1). The 
bandgap of the material used has thus a direct impact on the spectral range 
that can be addressed. Silicon with a bandgap of Eg=1.1eV at room 
temperature has a cut-off frequency of 1.1µm, whereas Germanium with a 
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lower bandgap of 0.67eV leads to a cut-off frequency of 1.8µm enabling to 
address applications in the near infrared part of the spectrum. 
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Figure 1. Optical absorption coefficients and light penetration depths for various 
semiconductor materials [1]. 

2.2 Quantum Efficiency 

The processes of photon absorption and thermalization of charge pairs 
happen in sequence, contrary to the generation of light via a recombination 
process, requiring the simultaneous presence of a suitable phonon in 
indirect-bandgap materials to satisfy momentum conservation. For this 
reason, all semiconductor materials are excellent photodetectors, 
independent of their type of bandgap, direct or indirect. Virtually 100% of 
the incident photons with energy above the bandgap could therefore be 
detected, in principle. In actual devices, the external quantum efficiency 
(QE), defined as η = number of photogenerated charge pairs / number of 
incident photons, is smaller than 100% for the following reasons: 
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(1)  Fresnel reflection of the incident light at the surface of the device 
(2)  Multiple reflections in thin layers covering the device. This causes 

the characteristic thin film interference oscillations in the spectrum. 
(3)  Absorption of the incident light either in the covering layers or in the 

electrically inactive part of the semiconductor near the surface. 
(4)  Absorption deep in the semiconductor, at a distance greater than the 

diffusion length L, where charge carrier pairs recombine instead of 
being able to diffuse to the depletion region of the photodetector 
near the surface. 

(5)  The semiconductor is too thin (too transparent) so that not all the 
incident light is absorbed and parts of it (the longer wavelengths) are 
transmitted. 

 
Figure 2 shows the measured spectral QE of an n– p-substrate silicon 

photodiode, realized in a 2 µm CMOS process (Orbit Inc., Sunnyvale, USA) 
that can be explained with a model taking into account the effects mentioned 
above [2].  

Figure 2. Comparison of a model of the quantum efficiency (dashed line) and actual 
measurements (solid line) of a photodiode, realized with a standard 2.0 µm CMOS process 

[2]. 

The QE η is a measure of the number of photogenerated electronic 
charge per incident photon. If, instead, the generated photocurrent Iph [A] is 
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measured as a function of the incident light power P [W] at the wavelength 
λ, the corresponding responsivity R [in units of A/W] can be defined as 

R
I

P
ph=  (3) 

R is obviously related to the quantum efficiencyη: 

R
q

h c
( ) ( )λ λ η λ=  (4) 

with Planck's constant  h = 6.63×10-34 Js, and the speed of light in 
vacuum c = 3×108 m/s. 

 

2.3 Temperature effects: dark current 

The strongest impact of temperature is undoubtedly related to leakage 
currents. The so-called dark current (i.e. current measured without any 
applied optical signal) significantly varies from one technology to another 
with CCD still providing the best figures (below 1 pA/cm2). Optimized 
CMOS processes for Image Sensing technologies report figures of a few 10s 
of pA (30pA/cm2 - 50pA/cm2) at room temperature. It is important to note 
that the dark current depends strongly on temperature, rendering high 
temperature applications very challenging. This dependence is essentially 
given by that of the intrinsic carrier concentration ni in the semiconductor: 

n T ei

Eg

kT∝
−3

2 2  (5) 

With Eg = 1.11eV for silicon at room temperature the dark current is 
found to double roughly every 10 degrees. Experimentally this doubling 
occurs even every 7-8 degrees.  Thus cooling the sensor by 25 degrees leads 
to a decrease of the dark current by almost a decade, which is significant and 
explain why most scientific cameras targeting applications with long 
exposure time (e.g. in astronomy) still need to be cooled. The current trend 
towards higher integration and smaller design features lead to typically 
higher doping levels and increased leakage current and dark current 
densities. This renders the realization of imagers providing high 
performances especially under low-light conditions even more challenging. 
In this specific case the higher integration / continuous trend towards 
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miniaturization basically works against key performance figures of imaging 
devices.  

 

2.4 Photosensor principles: Photodiode and CCD 

In image sensors the photo-generation of an electrical signal takes place 
in most cases either in a photodiode (i.e. a pn-junction) or in a MOS 
capacitance. Other approaches involve the use of specialized devices such as 
avalanche photodiodes and phototransistors. Generally speaking photodiodes 
are used in CMOS image sensors, whereas MOS capacitances are preferably 
implemented in CCD imagers. However Interline Transfer CCDs as mostly 
used in consumer cameras are typically based on photodiodes as 
photosensitive elements, whereas some CMOS imagers take advantage of 
photogates, a structure that is basically derived from CCD imagers. 

Assuming a pixel size of 10x10µm2, a fill-factor of 100% and a quantum 
efficiency of 100%, an illumination level of 1 lux (which corresponds to 
about 1016 photons/s m2 for white light) leads to a photocurrent of the order 
of 160fA. In order to effectively read-out such low signals special care must 
be taken. Different detection circuits have been developed over the last 
decades to address this challenge, the simplest and also most often 
implemented one being a source follower. In this approach the photo-
generated current is first integrated during a given integration time Tint onto a 
capacitor C. After this integration/exposure time, the charge ∆Q accumulated 
is converted to an output voltage ∆Vout according to    

∫ ⋅=∆
int

)(iQ photo

T

o

dtt  (6) 

agC ⋅∆=∆ )/Q( Vout  (7) 

18.06.0with ≈−≈ag  the “gain” of the source follower. 
  
For a capacitance of fF 10C = , the conversion gain amounts to 

V/e61q/C µ= leading to a measurable signal for typical charge packet of a 
few thousands of electrons. Higher conversion gain can be achieved by 
lowering the capacitance, or using current amplifier with very small 
feedback capacitances. This becomes mandatory if one wants to detect small 
signals, ultimately reaching for single electron and photon detection 
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3 SEMICONDUCTOR TECHNOLOGY FOR IMAGING 

3.1 Silicon sensors 

The unrelenting progress of semiconductor technology made it possible 
in the early 1960s to fabricate reliably several ten thousand transistors on the 
same chip. This capability was quickly used for the production of 
semiconductor image sensors using the then-available MOS process 
technology. These image sensors were based on the photodiode pixel 
architecture illustrated in Figure 3. Each pixel consists of a photodiode that 
can be connected individually to an output amplifier through a row-select 
transistor connecting the photodiode to a column electrode, and through a 
column-select transistor connecting the column to the video output line. The 
charge detector measures the stored photocharge on the reverse biased 
photodiode’s depletion capacitance, and at the same time it performs a reset 
operation on the photodiode. These long signal lines result in effective 
capacitances at the input of the charge detector circuit of several pF, causing 
significant readout noise, typically in excess of 1000 electrons. 

 
Figure 3. Architecture of photodiode based image sensors. (a) MOS or photodiode array, (b) 

CMOS compatible Active Pixel Sensor (APS) imager. 

It was realized as early as 1968 that the invention of the active pixel 
sensor (APS) principle makes it possible to utilize a standard MOS or 
CMOS process for the fabrication of image sensors offering a similar 
imaging performance as CCDs [3]. The basic idea, illustrated in Fig. 3, 
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consists of supplying each pixel with its own source follower transistor, thus 
reducing the effective capacitance at its gate to a few tens of fF or less. Since 
each pixel still requires a row-select transistor and a means of resetting the 
photodiode – implemented with a reset transistor – a CMOS pixel with three 
transistors, a so-called 3T APS pixel, results.  Surprisingly enough, this 
insight was only picked up commercially fifteen years later, once the urge to 
co-integrate analog and digital functionality on the same image sensor chip 
became significant [4]. For almost a decade afterwards, industrial CMOS 
processes were employed for the fabrication of CMOS image sensors and 
single-chip cameras of growing complexity, increasing pixel number and 
rising imaging performance. 

 
In the late 1990s it became clear that the roadmap of mainstream CMOS 

technology, in order to satisfy the device scaling according to Moore’s law, 
foresees technological changes that are partially detrimental to image 
sensing [5]. This is summarized in Table 1, making it evident that the 
increasing demands in semiconductor imaging cannot be met with 
mainstream CMOS technology long after 2000.  

As a result, the semiconductor industry started to develop variants of 
their established CMOS processes under the acronym CIS (CMOS Image 
Sensing) processes. Such CIS processes continue to profit from the enduring 
reduction in the feature size of the main-stream CMOS processes. This 
permits the integration of a growing number of increasingly smaller pixels. 
The largest semiconductor image sensor fabricated to date contains the 
impressive number of 111 million pixels, while the smallest pixel pitch 
reported to date is 1.2 µm [6]. The reduction of the threshold voltage to a 
current value of about 0.3 V is also beneficial for semiconductor image 
sensors because the available voltage swing is increased. The reduction of 
the power supply voltage, however, is a mixed blessing: On one hand, power 
consumption is lowered appreciably, since it is proportional to the square of 
the supply voltage; on the other hand, this lowers also the voltage swing for 
representing photo-signals and, as a consequence, also the dynamic range of 
the image sensor is reduced.  

The replacement of doped poly-silicon as the gate electrode material with 
silicides (CoSi2 or TiSi2) is beneficial since the gate’s electrical conductivity 
is improved but since silicides are essentially opaque to visible radiation, 
photosensitive devices employing photogates lose much of their sensitivity. 
The replacement of bulk silicon with epitaxial silicon layers of a few µm 
thickness (as in silicon-on-insulator SOI) technology, also reduces the 
sensitivity of photosensitive devices, in particular in the red and near 
infrared spectral region where the penetration depth of light in silicon is 
particularly large. In order to enhance the electrical conductivity of the 
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silicon substrate, doping levels of the implantations are increased to typical 
levels of about 1018 cm3. This implies a significant increase of the dark 
current density to values beyond 1 nA/cm2 at room temperature. Such values 
are clearly unacceptable in many imaging applications, in view of the low 
dark current densities of a few 10pA/cm2 in commercially offered CIS 
processes and the record value of 0.6pA/cm2 for the best CCD process. 

Table 1. Technological trends on the roadmap of main-stream CMOS technology, an 
evaluation (Eval) of their positive or negative impact on semiconductor imaging with these 
processes, and the main reason for this particular evaluation 

 
The combination of shrinking pixel period and increasing number of 

metallization and via layers results in “chimney pixels”, as illustrated in 
figure 4, which at the same time reduces the optical sensitivity of the pixels 
and increase the angular dependence of their photoresponse. Finally, the 
reduction of the gate oxide thickness to today’s typical values of less than 2 
nm increases the tunnel density current through the oxide to values excee-
ding 1mA/cm2, which is clearly unacceptable in image sensing applications.  

For these reasons, CIS processes are offered today that are derivatives of 
industrial CMOS processes, where all the problems mentioned above are 
addressed appropriately, and where great care is taken that the photosensitive 
devices can fully profit from the excellent optoelectronic properties of the 
silicon base material. 

An example of pixel layout for a CMOS Active Pixel Sensor is given in 
Figure 4. Due to the presence of circuitry within the pixel the area that is 
effectively sensitive to light is reduced to typically 25% - 65% of the total 
pixel area. This corresponds to the so-called fill-factor. In comparison CCDs 
typically have fill-factors of 70 - 100% for Full-Frame CCD (FF-CCD) and 
Frame Transfer CCD (FT-CCD), whereas Interline Transfer CCDs (IT-
CCD) achieve fill-factors in the range of 25 - 30%. 

CMOS technology trend Eval  Reason 
Reduction of feature size ++ More pixels and functionality on chip 

Reduction of threshold voltage + Higher signal levels and dynamic range 

Reduction of power supply voltage + Reduced power consumption 

 - Lower signal levels and dynamic range 

Gate material: poly-Si → silicides - Opaque gates in the visible spectrum 

SOI or epi-Si technology - Low red response and reduced QE 

Increase of substrate doping - Larger dark current 

Increase of number of metal layers - "Tunnel vision"; low QE of small pixels 

Reduction of gate oxide thickness - - Larger dark current 
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A typical cross section of a pixel structure fabricated with such a 
commercially available CIS process is illustrated in Figure 5. In the silicon 
substrate photosensitive regions are created using suitable implants: As 
detailed above, the preferred devices are photodiodes, buried (pinned) 
photodiodes or CCD structures.  

 
Figure 4. Example of pixel layout for an Active Pixel Sensor 

Oxide material is deposited on top of the silicon, containing the copper 
interconnects and vias, as well as the gate structures for the transistors. 
Different types of color filters are produced over the individual pixels, 
followed by microlens structures to enhance the effective light collection 
efficiency of the pixel. Their focusing effect is illustrated with the broken 
lines in Figure 5, indicating schematically the ray tracing modeling that is 
necessary to optimize the optoelectronic performance of the pixels. Typical 
dimensions of state-of-the art CIS pixels as employed for example in cost-
effective image sensors used in mobile phone cameras are periods of 2-3 µm 
and a total thickness of 3-4 µm. 

 
In order to produce more pixels for less money, the CIS industry will not 

cease to invest in the continuing reduction of pixel size. This involves 
solving the problem of reduced capacitance and reduced photosensitive 
surface of the ever-shrinking pixels: As an example, consider a pixel with a 
storage capacitance of 1.6 fF; assuming a maximum voltage swing of 1V, 
such a pixel cannot store more than 10,000 electrons.  
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Figure 5. Cross section of a typical CIS pixel, consisting of a silicon substrate with implanted 
photodiode regions, on top of which oxide material is deposited, where the copper 
interconnects, vias, gate structures and color filters are fabricated. To improve the light 
collection efficiency, a microlens array is produced 

 
Since the photogenerated and stored charges show Poisson noise 

statistics, perceived picture quality deteriorates as a function of the stored 
photocharge numbers [7]. For this reason, good quality images require 
photocharge storage capacities of a few 10,000 electrons in each pixel. This 
problem is quite similar to the one in memory circuits: Despite the 
continuing reduction of the unit cell size, the capacitance of the unit storage 
cell must be kept at a certain value, in order to assure reliable operation of 
the storage function. The solution adopted in CIS technology is, therefore, 
also related: The third dimension is exploited to increase the specific 
capacitance of pixel storage devices. An example of this development is the 
recently developed “stratified pinned photodiode”, realized by corrugating 
the outer shape of the buried photodiode implant [8]. 

The other problem of smaller pixels with increased “tunnel vision”, as 
illustrated in Figure 5, is the reduced photosensitive surface and the 
increased angular dependence of the response. While microlenses can help to 
alleviate the problem, there will always remain an angular dependence of the 
pixel’s response, which reduces the pixel’s overall sensitivity, in particular 
when imaging lenses with small f/# are employed. A promising 
technological approach to solve this problem is the separation of the 
optoelectronic transduction and the electronic circuitry into different layers. 
This is achieved by depositing a thin film of amorphous or microcrystalline 
silicon (or another suitable semiconductor) on top of an ASIC structure 
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(TFA = Thin Film on ASIC technology). Photodiodes are fabricated in the 
top layer of TFA image sensors, and electrical connections to the charge 
sensing circuits on the ASIC are produced. In this way, an effective 
geometrical fill factor approaching 100% can be achieved, and the 
photoelectric conversion properties, including for example very low dark 
current, can be optimized separately from the ASIC in the thin film [9]. 

4 EXAMPLES AND APPLICATIONS OF IMAGERS 

4.1 Electronic imaging in the visible spectrum 

In the past, the main drivers of electronic imaging have been cost, 
performance and functionality; without doubt, these drivers will stay 
unaffected in the foreseeable future. The challenge, therefore, is to take 
advantage of the continuing progress of semiconductor physics to satisfy the 
demands of the market in terms of cost, performance and functionality of the 
realized image sensors and camera systems. 

4.1.1 Challenges and opportunities 

The key to meeting present-day challenge is integration: More electronic 
circuitry will be placed on each image sensor, and the pixels themselves will 
be supplied with all the analog and digital elements to improve their 
performance and to increase their functionality. Whenever economically 
justified, an application-specific single-chip digital camera (SoC = System-
on-Chip) will result that just needs to be complemented with inexpensive 
optics to arrive at a highly cost-effective solution. 

A first huge, fast-growing and highly contested market is electronic 
imaging for cell phones. It is estimated that close to one billion cell phone 
cameras will be sold in 2007. Consequentially, the price of such a complete 
single-chip digital camera has dropped to less than $5 in volume, while its 
resolution is already exceeding one Megapixel. From this development, 
other mass markets such as automotive applications, game console 
interfaces, personal computer peripherals and videoconferencing will surely 
profit. Typical single-chip camera developments for these and related 
applications where price is the main driver are described below. 

Two other fast-growing markets with considerably higher margins are 
digital still cameras (DSC) and security/surveillance. Although both markets 
combined require only about 100 million image sensors in 2007 – slightly 
more than 10% of the cell phone camera market – the performance 
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expectations of the customer are much higher: In the case of DSCs, multi-
Megapixel resolution (already exceeding 10 Megapixels even for amateur 
cameras), high uniformity and low noise are demanded. The performance 
expectations of the security/surveillance cameras are similar; however, the 
emphasis is not on the number of pixels but on the low-noise performance 
for low-light applications. The ultimate physical performance in this respect 
is single-photon resolution, and as soon as cost-effective solutions will be 
available, most other electronic imaging applications will demand such a 
performance, as well. The most promising approaches for low-light 
semiconductor image sensors are detailed below. 

 

Figure 6. Symbolic functionality of conventional imagers 

The third driver of electronic imaging is functionality: In conventional 
image sensors, the available functionality is restricted to the four basic tasks 
symbolically illustrated in Figure 6: Conversion of incident light intensity 
into a linearly related photocurrent, integration and storage of the resulting 
photogenerated charge packets, sequential access to these charge packets, 
and amplification/buffering of the signals to make them available off chip. 
By complementing this basic optoelectronic functionality with analog and 
digital circuit building blocks, in each pixel or adjacent to the pixel matrix, a 
very rich toolbox for the realization of application-specific “smart image 
sensors” is created. Some of this additional functionality, all fabricated with 
the technological capabilities of the same CIS process, is schematically 
illustrated in Figure 7, indicating the broad range of building blocks 
available for the design of custom imagers. This includes, among other 
things, smart pixels with non-linear response for a dynamic range 
approaching 200 dB, color pixels making use of the wavelength-dependent 
absorption of silicon, pixels with unusual geometries implementing selected 
linear or non-linear transforms, in-pixel analog processing circuits for basic 
arithmetic operations in the photocharge domain, as well as conventional 
analog and digital circuits in the pixels or as complementary building blocks 
beside the photosensor area on the image sensor [10]. 

The availability of this toolbox of functionality is the key for improving 
the performance of novel, smart pixels over previous types of pixels, and for 
providing the custom functionality required for the successful integration of 
special image sensors for a large variety of applications. 

I dtI dtI dtI dt
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Figure 7. Symbolic illustration of a few examples of functional building blocks 
available for smart pixels and custom image sensors  

As detailed below, this development is expected to culminate in the 
realization of complete single-chip machine vision systems, so-called 
“seeing chips”. 

4.1.2 Single-chip digital low-power camera 

The continuous trend towards miniaturization and higher density in 
CMOS mixed-signal technologies has a strong impact on the development 
and progress in solid-state image sensors and related applications. Whereas 
image sensors based on a passive MOS (Metal Oxide Semiconductor) array 
architecture were already demonstrated in the seventies, their noise figures 
and overall performances turned out to be by far not sufficient to compete 
with dedicated CCD (Charge Couple Devices) based imaging products. It is 
only with the introduction of the Active Pixel Sensors (APS) concept in the 
nineties that CMOS imagers have been able to step by step close the gap 

ΣΣΣΣ
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with CCDs imagers. The main improvement came with the capability to 
integrate active transistors within every pixel of the imager in order to 
locally amplify the typically very small photo-generated signals. This 
approach basically reduces significantly the large stray capacitances that 
characterize passive MOS array imager to a few tens of fF, i.e. values similar 
to the input capacitance of CCDs’ output stages. The use of more aggressive 
technologies and submicron processes was thus instrumental for the 
performance improvements of CMOS imagers. Furthermore the use of 
standard CMOS technologies opens up the possibility of manufacturing 
imaging devices that can be monolithically integrated: functions such as 
timing, exposure control, and analog to digital conversion (ADC) can be 
implemented on one single piece of silicon, enabling the production of 
single-chip digital image sensors. With ever decreasing transistors size, it 
also becomes technically and economically possible to combine the image 
sensor with functions such as digital signal processor, microcontroller or 
further interfaces (e.g. USB). Clearly the higher number of pixels that can be 
integrated on ever decreasing areas have fuelled the success of CMOS 
imagers. As such, to a large part, the success of single-chip digital cameras 
can be seen as a direct result of “more Moore”.  

 
Figure 8. Micrograph of a digital single-chip camera with a power consumption of less than 

2mW 

Today solid-state cameras have become pervasive tools in many markets. 
It is forecasted that already next year more than a billion solid-state imagers 
will be sold world-wide, the dominating applications and markets being 
mobile phones, digital still photography, security, automotive and toys. 
CMOS technologies and in particular CMOS imagers have also intrinsically 

Pixel array
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Prog. gain amplifiers
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the potential for lower power consumption. CMOS imagers can be driven 
from one single supply voltage (typically < 3.3 V) and with power 
consumption below a few tens of mW making these devices particularly 
attractive for mobile applications, such as the mobile phone market. The 
latter market corresponds today to roughly 50% of the units sold worldwide. 

Low power consumption also helps to reduce the temperature (or 
temperature gradient) of the sensor chip and camera head, leading in general 
to improved performances. Figure 8 shows a single-chip digital camera with 
a spatial resolution of 176×144 pixels. It operates at 1.5 Volts and consumes 
less than 1mW [14]. The low power consumption is achieved by the 
reduction in the power supply voltage and by applying special techniques for 
the analog design. Sensors operating at less than 1mW have also been 
demonstrated [15]. Video cameras in mobile phone have become a reality 
today. Undoubtedly further applications, for example in medicine (e.g. 
minimally invasive medicine / endoscopy) or surveillance and security, will 
profit from the progress made in low power digital imaging. 

4.1.3 High-sensitivity electronic imaging, single-chip digital 
low-power camera 

As we have seen in section 2, the external quantum efficiency of silicon 
can be close to 100% in the visible spectral domain (for monochrome 
imaging). Since this means that almost each incident photon is converted 
into an electron-hole pair, the physical problem of high-sensitivity image 
sensing is really an electronic problem of high-sensitivity charge sensing. 
The electronic photocharge detection circuit used almost exclusively in 
semiconductor image sensing is illustrated in Figure 9: In a p substrate, an 
n+ output diffusion (OD) is implanted. Using the reset transistor R, this 
diffusion is reversed biased to a certain reset potential, and it is left floating 
afterwards. The photocharge Q that should be measured is then placed on 
OD, lowering its potential by the amount V=Q/C, where C indicates the total 
effective capacitance at the gate of the source follower transistor SF. The 
voltage at C in each pixel can be measured individually by connecting SF 
with the row-select transistor RS to the column signal line Col, which 
terminates in a load transistor for SF. 
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Figure 9. Typical readout structure for semiconductor image sensors 

Two noise sources dominate the charge measurement process in the 
source follower circuit shown in Figure 9: (1) Reset noise – also called kTC 
noise – introduced by the reset process effectuated by transistor R, and (2) 
Johnson noise in the channel of the source follower transistor SF. Both 
effects cause a statistical uncertainty ∆Q (standard deviation) in the 
measurement of charge packet Q: 

kTCQreset =∆  (8) 

and 

m
Johnson g

kTB
CQ

α4=∆  (9) 

where k denotes the Boltzmann constant (k=1.381×10-23J/K), T indicates 
the absolute temperature, B is the bandwidth of the measurement process, α 
is a constant – with a value not too far from unity – that depends on the way 
the source follower transistor is operated, and gm denotes the transconduc-
tance of the transistor SF. 

For the ultimate high-sensitivity photodetection performance of an image 
sensor, both of these charge measurement uncertainties must be minimized. 
Although it has already been demonstrated that single-photon imaging 
performance can be achieved with several approaches, even at room 
temperature and at video readout frequencies (corresponding to an output 
circuit bandwidth of a few tens of MHz), the affordable CIS-compatible 
single-photon image sensor with at least Megapixel resolution is still elusive. 
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It is not clear, therefore, which of the various high-sensitivity charge 
detection approaches will be the winner in this race: 

In conventional photodiode-based CIS image sensors, where the output 
diffusion OD is identical with the photodiode (as illustrated for example in 
Figure 9), the reset noise described by equation 8 is typically one order of 
magnitude larger than the Johnson noise in equation 9. With the invention of 
the CCD principle, it became possible to completely eliminate reset noise by 
adopting the following measurement sequence: OD is reset to a certain reset 
voltage and then left floating. The voltage on OD is measured and the value 
is stored. The photocharge Q is physically transferred on OD, employing the 
CCD principle, and the resulting voltage drop is measured. The difference of 
these two measurements results in a voltage value that is linearly related to 
the photocharge Q, and its statistical uncertainty ∆Q is reduced to the 
Johnson noise described in equation 9.  

 
Figure 10. Cross section through a pinned (or buried) photodiode 

Since it was believed that it is not possible to transfer a stored amount of 
charge from one diffusion (e.g. a photodiode) to another one (e.g. the OD in 
Figure 9), without introducing additional noise, CCD image sensors were 
considered superior in terms of noise performance compared to imagers 
fabricated with CMOS-compatible processes. A conceptual breakthrough 
occurred with the invention and the fabrication technology of the pinned (or 
buried) photodiode (PPD), illustrated in Figure 10.  

As shown in this figure, a buried n-type volume is entirely surrounded by 
p-doped silicon. This PPD can be fully depleted, so that CCD-type 
operations such as complete charge transfer using the transfer gate TG 
become possible. This implies that image sensors fabricated with CCD as 
well as CIS technology can reach the Johnson noise limit described by 
equation 9. Using this approach, a charge measurement noise of less than 10 
electrons r.m.s. can be obtained in practice. 

For the past two decades, researchers have grappled with the Johnson 
noise equation, with the aim of attaining single-electron photocharge 
detection noise in an image sensor at room temperature and at video 
frequencies (corresponding to a readout bandwidth of 10-20 MHz):  
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• The effective capacitance C can be reduced to values below 1 fF 
using double-gate field-effect transistor (DG-FET) technology. 
Although single-electron noise is achieved, it comes at the expense 
of complex technology modifications and voltages above 20V. 

• A similar approach with buried charge modulation devices (BCMD) 
results in charge noise values of a few electrons, again requiring 
complex technology modifications. 

• CCD image sensors used for astronomical applications are read out 
at very low frequencies of around 50 kHz, and they are cooled down 
to about -1000C. This results in single-electron noise performance 
but at the expense of very long readout times. 

• The so-called Skipper CCD is operated at room temperature, using 
floating gate readout structures to measure the same photocharge 
repeatedly in a non-destructive way. The averaged measurements 
show the desired single-electron charge noise but the necessary 
averaging over more than 100 individual measurements per pixel 
slows down readout significantly. 

• In order to circumvent the problem of noisy electronic charge 
detection, physical amplification mechanisms with low excess noise 
factors are actively pursued. Image sensors with avalanche 
photodiodes (APD), either working in the linear or in the Geiger 
mode, have been realized, exhibiting the wanted single-electron 
charge noise at room temperatures and at video frequency readouts. 
Several products such as the ImpactronTM CCD image sensor with 
avalanche amplification section, developed by Texas Instruments, 
are offered commercially. Unfortunately, the high electric fields 
required to cause avalanche amplification still necessitate voltages 
of 20V and more, making the use of avalanche-based single-electron 
imagers somewhat unpractical. 

• Probably the most promising approach for cost-effective single-
electron image sensors is “bandwidth engineering”: The 
measurement bandwidth B in equation 9 is significantly reduced, 
either at each pixel site or in each column amplifier. Suitable imager 
architectures with parallel readout capabilities provide for data 
readout at unimpeded speeds, despite the low-pass filtering effect, 
see for example [11]. The large advantage of this approach is its 
entire compatibility with standard CIS technology, as well as low-
power, low-voltage operation. 
 

None of these approaches has yet resulted in the commercial availability 
of cost-effective, easy-to-use image sensors with close to single-photon 
performance. Without doubt, such devices, based on one of the described 
principles, will become available in the next few years. 
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Pixel dimension reduction is justified not only to decrease the costs, 
following the Moore’s law trend, but also to reduce the volume and 
thickness of the imager including its optical part. The reason is that for a 
given optical f#, a reduction of the lens diameter results in a reduction of the 
focal length and hence to the total thickness of the imager. The main 
drawbacks of this trend concern the optics, with diffraction effects close to 
the pixel pitch, and the pixel collected charge possibilities, reduced as the 
pixel size is lowered. The drastic size reduction of the well collecting the 
photogenerated electrons, able to collect typically 40’000 e- with 16µm in 
pitch pixel, 10’000 e- with 2.2µm and 6’000 e- with 1.45µm, is the strong 
motivation to decrease the total noise coming with each pixel reading: the 
dynamic range being reduced with its upper limit, the lower limit must 
improve drastically. The best read noise results are now in the range of 1 to 2 
electrons RMS. Nevertheless, even with a low noise reading, the fluctuations 
of photogenerated electrons number is correlated with a Poisson distribution, 
which predicts a RMS value given by the square root of the total electrons 
number. This phenomenon comes from the photon number statistical 
fluctuation, and cannot be avoided without increasing the total number of 
collected electrons. To obtain a SNR (Signal on Noise Ratio) of 10, 100 
photogenerated electrons are necessary with a perfect non-noisy reading 
circuit. To increase this collection number, several directions are to be 
considered.  

 SNR limitations come primarily from the optics size; a lower f# is 
necessary to both lower the diffraction and increase the collected photons. 
This leads to large incident angles not compatible with the path through 
interconnection layers, as illustrated in Figure 11.  

 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11. Light path through interconnects for large optical aperture (low F#) 
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To overcome this limitation, large angle collection is provided by back-
side and thinning approaches. This technique, yet used for high end CCD 
products for space applications, provides high fill factor, high photon 
collection angle and improved pixel crosstalk. This technique is based on 
wafer bonding and thinning, and the thin top silicon layer, necessary to 
collect efficiently the photo generated electrons, is difficult to obtain and 
passivate. One way is to use a SOI substrate, allowing to keep the initial 
buried oxide as the top final passivation layer, for high quality interface and 
controlled Silicon thickness: this back-side technique is illustrated in Figure 
12. Another way is to improve the thinning control to reach the desired 
value, and to passivate to the final silicon surface by the use of laser anneal 
and low temperature deposition. 

 
 
 
 
 
 
 
 
 
 
 
   

Figure 12. Back side technique to overcome the light path screening through interconnects for 
large optical aperture (low F#) 

 

4.1.4 Color imaging 

Appropriate color restitution requires that the color recording is as 
reliable as possible. Human sense of color is based on a triplet cells in the 
eye’s retina: the spectral sensitivity of these 3 types of cells is the base of the 
color recording. Color science, as investigated by the CIE (Commission 
Internationale de l’Eclairage), gives the rules to achieve good restitution of 
the available colors in the world, as seen by the human eye. The main result 
is as follows: the reconstruction of all colors is possible if for each image 
point 3 different light intensity measurements are acquired, these 
measurements having relative spectral sensitivities given in Figure 13, or 
linear combinations of them.   

 

 

SOI Buried OxideSOI Buried Oxide
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Figure 13. Normalized spectral sensitivities allowing reliable reconstruction of all colors 

The classical way to obtain these spectral sensitivities is the use of color 
filters. They are made of photoresist layers deposited on top of the imager 
circuits, as previously shown in Figure 13. Three types of photoresist, e.g. 
Red, Green and Blue are necessary; complementary colors could be used as 
well; they are generally deposited in a 2x2 pixels pattern known as the Bayer 
pattern (Figure 14). 

 
 
 
 
 
 
 
 
 

Figure 14. Bayer pattern for color filters 

The limitations of this technique are: 
• The thickness of the resist, around 800nm, becomes high with 

respect to the width of the pixel. Thinner filters would lead to 
reduced optical aberrations due to lateral optical path from the top 
surface to the silicon 

 G 
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• The maximum temperature allowed by the resist is much lower than 
any other layers in the circuit: no high temperature process step can 
be done after color filter deposition 

• The filters absorb around 2/3 of the incoming light; this is a main 
cause of loss of photons and thus sensitivity 

• The three types of color sensors are not at the same location, 
resulting in some color reconstruction difficulties and aliasing/Moiré 
effects 

 
To overcome these limitations, several techniques have been 

investigated. The 3 types of sensors can be arranged vertically, i.e. using 
stacked photodiodes as demonstrated by Foveon: it uses the light absorbance 
variation in silicon to detect the red signal deep into the silicon, while red 
and green signals are absorbed closer to the surface and finally 
red+green+blue signals are detected in the top p-n junction that is located 
closest to the surface of the silicon. An alternative technique consists in 
using mineral filters integrated in the CMOS process. This leads to a higher 
temperature resistance and a thinner total stack thickness, thus lowering the 
lateral shift of photons causing diaphoty. More recently the use of the 
filtering behavior of submicron metal patterns creating plasmons when 
impacted by light has been envisioned and is currently been investigated. 

 

4.1.5 High-speed image sensing 

High-speed imaging allows motion analysis in various application fields 
such as scientific measurements, machine vision or holographic data storage 
to mention a few. Impressive application examples are available from 
various suppliers [16]. 

In a broad sense, image sensors can be considered as “high-speed” as 
soon as they exceed video rates (over some 60 frames per second (fps)). The 
“speed” (maximum frame rate) of an image sensor is closely related to its 
spatial resolution and more particularly to its number of rows. For example, 
a sensor capable of 1’000fps while scanning 1’000rows (row-rate = 1us) is 
able to deliver 10’000fps when scanning a partial image of 100rows (row-
rate =1us). The reason why the number of columns has almost no impact on 
the sensor frame rate is that the majority of today’s high-speed sensors use 
column parallel readout circuitry. 

The highly parallel architecture of CMOS sensors has led within the last 
decade to a technology shift from CCDs towards CMOS imagers for high-
speed imaging. For low spatial resolution in turn, CCD sensors are still 
capable of recording high speeds, which have by far not been equaled by 
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CMOS. As a comparison, a 320×260pixel CCD sensor using in situ storage 
is capable of 1M (106) fps [17], while a 352×288pixel CMOS sensor using 
innovative in situ ADCs reaches 10k (104) fps [18]. For higher spatial 
resolution (and lower speed) CMOS image sensors (CIS) have however 
overtaken the market place. This success is mainly attributable to the system 
integration capability of CIS, which leads to lower cost cameras. Up to the 
1990’s, CCD- and early CIS [19] delivered analog output and thus A/D 
conversion had to be performed in separate ICs. With the advent in the late 
1990’s of the first on-chip column-parallel ADCs [20], the way was paved 
for implementing high-speed / high resolution digital imagers [21]. Today, a 
typical 1.3 Megapixel high-speed sensor delivers 500fps at full resolution 
[22]. 

To speed-up image acquisition, high-speed sensors use snap-shoot pixels 
operating in the “Integrate-While-Read” (IWR) mode of operation. IWR-
capable pixels do per definition require in-situ storage, a property that was 
interestingly also required in the very first CMOS photodiode array 
published in the early 1990’s [23]. Therefore, the same 5T pixels where re-
used [19] and fine-tuned for improved responsivity [24], one of the key 
requirements to the sensing part of a high speed sensor, since high frame 
rates imply short integration time. To improve the sensitivity at pixel level, 
the conversion factor (CF) must be maximized, e.g. the capacitance of the 
photodiode and floating diffusion must be minimized. With the 3um process 
in the early 1990’s, Cd and CFD where in the order of 50fF [23], yielding a 
poor CF of ~1.6µV/e-. With a modern 0.25um process, a CF of 13µV/e- is 
typical [22], meaning that Cd and CFD have been lowered to some 6fF. 
Various pixels with improved sensitivity have been proposed by either 
incorporating an amplifier in front of the shutter [25] [26] [27] or an in-pixel 
charge amplifier [28]. The first approach improves CF by a factor of 2 
(~20µV/e-), while the second allows boosting the CF to some 38µV/e-. With 
the advent of pinned photodiode, the CF of traditional 5T pixels improves by 
a factor of 2, which allows smaller pixels [29] to rival with more complicate 
ones in term of CF. In addition to CF improvement at pixel level, almost all 
sensors further increase the overall sensitivity by electronic gain boosting 
inside the column amplifier (prior to A/D conversion). 

Three types of column-parallel ADCs are used in today’s CIS: single-
slope, successive-approximation (SA) and cyclic/pipeline converters. Single 
slope converters are widely used in low-speed imagers. Recently, however, 
such an ADC has been pushed to a remarkable speed of 180fps at 1440rows 
(row-rate = 3.86µs) for 10bit by using a 300MHz clock [30]. Sensors with 
higher throughput usually use SA-ADCs, which typically reach 5000fps at 
512rows (row-rate = 0.39µs) [24] or 440fps at 1728rows (row-rate = 1.3µs) 
[31] for 10-bit. It is difficult to achieve more than 10bit grey-scale resolution 
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with SA-ADCs on CIS. To increased the ADC resolution, the authors of [28] 
have developed cyclic converters capable of 3’500fps at 512rows (row-rate 
= 0.56µs) for 12 bit. Other publications have reported the use of multiplexed 
pipeline converters [27] [32] with similar aggregate performances as early-
days SA-ADCs (500fps at 1024rows / 2µs row-rate for 10-bit [32] [21]). 

High-speed digital CIS produce tremendous amounts of data: for 
example, the 440fps 4.1Mpix sensor of [31] delivers 18Gbit/s 
(4.1Mpix×440fps×10bit), which are dumped into some external IC over 160 
pins toggling at 120MHz. Such I/O bandwidths are indeed quite challenging 
to handle both at IC-level (large power consumption, on-chip noise) and at 
board-level (large buses, signal integrity). Some newer designs thus propose 
LVDS outputs [33] [27] [32] to solve those issues. Recently, incorporation 
of on-chip parallel image compression circuits for reducing the data traffic 
has been proposed [34]. In a prototype 3000fps sensor, a compression ratio 
of 4.5 has been demonstrated. 

In future, further functionality will be integrated onto CIS dies. An 
example of such a sensor using programmable single-instruction multiple 
data-stream (SIMD) parallel digital processing has been published in [35]. 
The IC, aimed at high-speed machine vision, combines image acquisition, 
digitalization and column-parallel SIMD processing with a computational 
power of 100 GOPS. With the availability of sub 100nm mixed 
DRAM/imager technology, integration of a frame memory will also become 
economically viable [34]. 

4.1.6 Optical time-of-flight 3D cameras 

Humans are capable of perceiving their environment in three dimensions. 
This key capability represents in turn a major challenge to film-based and 
electronic camera systems. In fact so far, cameras have been typically 
optimized for, and also limited to, the acquisition of two-dimensional 
images, providing basically only monochrome or color images without any 
direct information on depth. The race for higher (lateral) spatial resolution 
continues unabatedly; today’s still picture cameras for the consumer market 
offer resolution in excess of 10 Megapixels, whereas scientific and 
professional cameras already counts more than a few tens of Megapixels. 
This race for more pixels is very reminiscent of the continuous trends 
towards a higher degree of integration, a higher number of transistors as 
described by “more Moore”. In contrast the shift from 2D imaging toward 
real-time 3D imaging represents a major technological step and paradigm 
change. A new type of information is available, based on sensors and pixels 
with added functionality thanks to processing capabilities (at the pixel level). 
These smart sensors and pixels can be seen as vivid examples of “more than 
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Moore”. It also opens up completely new applications opportunities in 
numerous fields such as in security, in automotive, in industrial control and 
machine vision, in the medical sector as well as in consumer electronics and 
mobile robots. All these applications can very directly benefit from camera 
systems that are able to capture the world in real-time and in all three 
dimensions. This is particularly true if such 3D systems can be made 
compact, robust and cost-effective. The technological requirements for such 
3D systems are nevertheless stringent: To a large extent obtaining reliable 
real-time distance information over an entire scene is indeed very 
challenging and originally distance measuring systems have been limited to 
point measurements or to scanning systems, the latter being rather slow 
and/or expensive. Over the last few years however, technological progress in 
semiconductor devices and micro technologies have lead to sensors that can 
“see distances” within complete scenes at affordable prices [36, 37, 38, 39]. 
The breakthrough came with a new type of optical 3D camera based on the 
time-of-flight principle that uses the finite velocity of light (c  = 3× 108m/s) 
to measure distances. Either a pulse or a continuously modulated light wave 
is sent out by an illumination module. Correspondingly, either the ”time of 
flight” t - that is the time the light needs to travel from the illumination 
module to the target and back to the sensor -, or the phase delay φ  of the 
continuously modulated light wave for this roundtrip is used to calculate 
distances within a scene. The latter method, referred as continuous wave 
(CW) modulation presents several advantages over the light pulse technique. 
In particular the requirements to the illumination module and the electronics 
are not so demanding. Short optical pulses require a high optical power and a 
high bandwidth of the electronic components. In the CW modulation 
scheme, light from a LED or laser diode array is modulated to a frequency 

modf  of a few tens of MHz and illuminates the scene. The light which is 
reflected back by the objects and/or persons in the scene is imaged with a 
lens onto a custom solid-state image sensor. Each of the pixels of this sensor 
is capable of synchronous demodulation of the incident modulated light, for 
the precise local determination of the phase delay. From the phase delayφ , 
distances can be computed directly as given by the following equation. 

φ
π

⋅=
2

0L
L   with   

mod
0 2 f

c
L =  the unambiguous range (10) 

Current sensors achieve distance resolution in the mm range for distance 
up to a few meters in real time. Camera systems providing lateral resolutions 
of up to 176×144 pixels are commercially available today [40]. Higher 
resolutions up to 360×240 pixels have been demonstrated [41] and products 
with spatial resolution of up to VGA are expected in the near future. Figure 
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15 shows a sample image of a person entering a room. The information on 
the depth allows typically distinguishing reliably and effectively objects and 
persons from the background of the scene. In fact the acquired 3D image 
data enables the very simple extraction of important information, such as the 
position and distance of objects and/or persons in the scene. This type of 
information turns out to be often key, in particular to human beings in 
solving many day to day tasks as well as more complex tasks. Thanks to 3D 
cameras, many applications in the field of automation, security, etc… are 
expected to profit as well from this 3D seeing capability.  

 

 
Figure 15. Sample image of 3D data (with permission of Mesa Imaging) [40]
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4.2 Beyond the visible spectrum 

Since imaging is performed in most cases by means of electromagnetic 
waves (magnetic resonance and ultrasound imaging are ignored within this 
document), the key parameter is the wavelength used. Visible imaging 
enables to cover all applications where the information needs to be close to 
the human vision. Beyond the visible spectrum, X-ray, infrared and terahertz 
electromagnetic waves are of most interest in many applications. 

 

4.2.1 Challenges and opportunities 

Medical imaging, for example, is accomplished by means of X-ray, 
gamma rays (in nuclear medicine), visible light (ocular fundus, skin), 
infrared light (mamma transillumination), or even terahertz waves, which 
has been proposed recently. In breast X-ray imaging, the gold standard is the 
X-ray-based mammography, where a special radiographic unit is used. 
Optical imaging of the retina is the only way to examine veins directly and 
non-invasively. Tele-ophthalmology has been demonstrated in a large 
international project.  

Medical imaging, industrial control, and surveillance applications really 
take the benefit from detector innovations for the X-ray range (example 
CdTe material developments and new hybridation technology), infrared 
technologies (continuous need for improvement to decrease price), and new 
terahertz technologies. 

4.2.2 X-ray imaging 

Today X-ray imaging is used in many domains: medical, non destructive 
testing, and security check. Most of the new developments are currently 
driven by medical requirements. This paragraph aims at giving a specific 
focus on medical image sensors. 

First based on films, in the 1970s analog fluoroscopy became widely 
used. This modality was realized by an X-ray image-intensifier tube coupled 
to a TV camera. Sometimes, this kind of system was also used to take single 
images where the image resolution, however, was limited by the camera 
performance. In the 1980s, X-ray radiography became digital by introducing 
the so-called computed radiography where a storage phosphor in a cassette is 
irradiated and later on read out by a laser scanner.  
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State-of-the-art all-digital X-ray imaging is accomplished by flat-panel 
detectors.[2] These detectors are based on a large-area semiconductor film, 
i.e. hydrogenated amorphous silicon (a-Si), forming an array of thin-film 
transistors (TFT) managing readout of the picture elements. The 
fundamental interaction of the electromagnetic radiation with the material is 
absorption, which is dependent on energy. Secondary effects are reflection, 
scattering, diffraction, and refraction. All these interactions can be studied 
with Monte Carlo simulations. Details of interest differ from the surrounding 
tissues. This results in a contrast. In order to “see” its amplitude, it needs to 
be compared with image noise. 

The total image noise includes the detector noise. Therefore, it is still of 
great interest to work on the performance of such X-ray image sensors 

4.2.2.1 Current digital X-ray image sensors 
Current digital X-ray imagers are FD detectors (Flat-panel solid state 

Detectors), which are suitable for most X-ray imaging applications. They are 
based on an amorphous silicon a-Si readout matrix; each pixel comprises an 
a-Si switch and a sensing element. The restricted space limits the resolution 
to a minimum pitch of some 70 µm. 

For better resolution, the most advanced X-ray image sensors are CCD or 
CMOS based. The pixel size can be as low as 10µm×10µm. These image 
sensors are responsive in the visible range. For X-ray imaging, the 
conversion from X-rays to light is performed by a scintillator coupled to a 
fiberoptic face plate. This configuration leads to the best resolution (better 
than 20 lp/mm).  

Large surfaces up to 49mm×86mm are currently commercialized. 
However, CCDs and CMOS have reached their limits, i.e. increasing the 
surface in such technologies is hardly compatible with reasonable production 
cost. 

For large field of view, e.g. for X-ray imaging such as mammography, 
chest imaging, and computed tomography, it is important to work on new 
large sensors. 

4.2.2.2 New image sensor concepts 
In recent years, several advanced imaging solutions have been realized or 

are currently under development. In the following, some of these 
technologies are presented. 

CCD-based detectors for very high spatial resolution: As mentioned 
above, FD detectors are suitable for most X-ray imaging applications. They 
are based on an a-Si readout matrix, each pixel comprising an a-Si switch 
and a sensing element. The restricted space available leads to a minimum 
pixel pitch of some 70 µm, otherwise the spatial fill factor of the pixels 
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would become too low. Especially for mammographic biopsies, imaging 
with very high resolution is desirable. Therefore, a CCD-based detector has 
been developed with a pixel pitch of 12 µm. It can be also used in a 2×2 or 
4×4 binned mode, resulting in 24 or 48 µm pixels, respectively. The detector 
uses a CsI scintillator which is coupled via a fiberoptic plate to the sensor 
with 4k×7k pixels. The sensitive area is 49mm×86mm being the largest 
CCD in serial production in the world [8]. 

CdTe is also a material of choice. Up to now, price versus performance 
were questionable, but current R&D efforts performed on both, material 
growth (in order to improve yield and size) and hybridization technology (in 
order to decrease the pitch and hybridization cost), give good results and 
open new perspectives for this material (e.g. X-ray intra oral application) for 
medium size imaging. This technology should increase drastically the image 
contrast and aim at being compatible with market price.   

Organic semiconductor-based detectors: Current FD detectors are based 
on a-Si technology that has proven to be suitable for radiologic, 
fluoroscopic, and angiographic applications. These detectors are built on 
glass substrates which are rigid, heavy, and fragile. The a-Si layers and 
electrodes are patterned by photolithography, a process enabling the 
production of fine structures. Depositing a-Si requires elevated temperatures 
in the order of 250 °C. In summary, there is also a demand for cheaper 
alternatives to a-Si technology. 

Some investigations are going on into all-organic detectors.[9] Plastic 
substrates can be used which are flexible, light-weight, and unbreakable. The 
organic semiconductor and electrode layers can be deposited in the desired 
pattern, e.g. by jet printing. This results in cheap detectors which have the 
potential for new applications. Since an organic detector is not as heavy as 
an a-Si-based detector, it is qualified to be used in a portable bed-side 
device. 

It has been demonstrated that organic photodiodes and transistors are 
feasible, but further work is necessary to improve their performance. 

4.2.3 Infrared image sensors 

Today thousands of cooled IR detectors are produced taking advantage of 
the good know how regarding this domain [1] [2] [3] [4]. However these 
current IR detectors have some limitations regarding their ability to operate 
in all weather conditions, and in terms of compactness and reliability. 
Therefore research for moving to the next generation of detectors are in 
progress to overcome these limitations as well as to offer more performance. 
In parallel, the production cost reduction is one of the main challenges for 
cooled IR detectors and new technologies are developed to answer this need.  
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These new researches and developments are dedicated to smaller pixel 
pitches; large formats, avalanche photodiodes (APD), multicolor detectors 
and active imagery detector needs as well as optimization of microbolometer 
technology, one of the best choice for compactness/ very low price 
compromise. This technology still requires miniaturization but is very 
promising and should open new applications in volume markets such as 
automobile and energy monitoring in buildings.  

4.2.3.1 Infrared detector development 
 
A lot of different technologies and sensitive materials are well mastered 

and available for IR detector production. As a matter of fact, quantum well 
IR photo detectors (QWIP) have been developed (ex Thales Research and 
Technologies (TRT)) and are at mass production level in cooperation with 
Sofradir. Then InSb technologies are also available. 

As to HgCdTe technologies, they have been widely used for high 
performance IR detectors and are at mass level production for years. Finally 
uncooled technology was developed based on amorphous silicon 
microbolometers at CEA- Leti. Then it was transferred to ULIS (the 
subsidiary of Sofradir) and is at mass production level since 2003. In 
addition other developments are running like InGaAs technology in Xenics 
and III-V lab. 

The mastering of all these technologies in Europe shows leading position 
in Europe for the present generation but also for the next generation in 
development. These different technologies are complementary and are used 
depending on the needs of the applications mainly concerning the detection 
range needs as well as their ability to detect in bad weather environmental 
conditions. They can be classified as following (see Figure 16): 

   

Figure 16. Different IR detector technologies 
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• High performance IR detectors for long range detection 
systems: Long range detection systems are dealing detection ranges 
ranging from 6 km to tens of kilometers. High performance detectors 
are necessary for long detection range and will also be necessary for 
scientific, applications including spectrometry, where you have very 
small signal (or emitted flux) to detect. For these applications high 
performance cooled technologies are mandatory and mainly both 
HgCdTe and InSb can reach today these detection ranges. 
- HgCdTe material: based on the unique characteristics this 

semiconductor, MCT IR detectors can be sensitive in a very 
large range of wavelengths, starting from visible up to about 18 
µm. These detectors exhibit high quantum efficiency coupled 
with high signal to noise ratio and can be operated at a rather 
high operating temperature compared to concurrent cooled 
technologies. 

- In addition high productions capacity and low cost are possible 
with the new growth method (Molecular Beam Epitaxy / MBE) 
for short wave (SW) and medium wave (MW) bands as well as 

-  for dual band SW/MW and MW/MW. For long wave and very 
long wave band the classic Liquid Phase Epitaxy (LPE) will 
continue to be used in the coming years. Finally this material 
offers a large range of improvements regarding APD and dual 
band devices which confirms that it is dedicated to high 
performance systems. 

- InSb: this semiconductor is just sensitive in the MW with a fixed 
cut-off band at 5.5 µm at 77 Kelvin, and there are presently 
some technological limitations in operating temperatures as well 
as in pixel pitch reduction. Consequently, performance obtained 
may be limited in some demanding applications. 

Quantum well photoconductors (QWIP) may also be used for long 
range in some specific case but with very low detector operating 
temperatures and low imaging frame rates. 
• IR detector for medium ranges detection systems: Medium 

detection ranges are dealing with few km to about 6 km maximum. 
For these applications; medium to high performance cooled 
technologies are also mandatory. As a matter of fact, in some cases, 
the use of high performance detector can allow an IR system cost 
reduction (reduction of optics size, simplification of signal 
processing, relaxation of reliability constraints…). Consequently the 
different candidates could be the same than for long range but in 
some cases, QWIP for LW and InGaAs for SW, can offer a good 
quality / price ratio. 
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- QWIP: there are mainly used for LW range but they have a 
limited efficiency as well as a higher dark current than 
concurrent high performance technologies, which limits their 
performance. 

- InGaAs: it is mainly used in short wavelength range and it is in 
production up to about 1.9 µm cut-off. For very low input signal 
they may be limited by the readout circuit noise performance. 

• IR detectors for short range detection system: Short detection 
ranges are dealing with few hundred of meters to 1 or 2 kilometers at 
maximum and uncooled technologies answer these needs with 
uncooled operation. The most successful technology offering the 
best quality/price ratio is the micro bolometer one based on 
amorphous silicon which is fully compatible to CMOS silicon 
technology. 

4.2.3.2 Focus on microbolometer technology 
 
The principle of the microbolometers relies on the heating produced by 

the incident infrared radiation. 
Thus the measurement is indirect and involves a temperature variation 

sensitive element: the thermometer. The scene at a temperature Tsc emits an 
infrared light through an optics and is converted by an absorber in order to 
heat the thermometer. 

Radiation power is however very low and thus thermal insulation of the 
thermometer with respect to the readout circuit is of most importance. 

Absorption can be performed directly within the thermometer itself and it 
can be  further increased thanks to a quarter wave cavity arrangement. At 
this point the bolometer is built as a thermometer with infrared antennas. 

The thermometer can be realized using different principles: 
pyroelectricity, ferroelectricity, thermopiles or variation of resistors.  

The readout circuit then translates heating into voltage or current. 
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Figure 17. Bolometer principle 

 
From a device point of view, the evaluation of the quality of a bolometer 

is provided by the Noise Equivalent  Temperature difference NETD.   
The response is the variation of the output signal ∆Isignal with respect to 

the scene temperature variation ∆Τsc: 
Response = ∆Isignal/ ∆Τsc 

 
The NETD is the noise equivalent at the input of the device: 
 

NETD = Inoise / Response = Inoise . ∆Τsc /∆Isignal 
 

  
Considering now the particular technology developed at LETI, the pixel  

features a microbridge structure, which affords a very high thermal 
insulation of the sensitive part of the sensor from the readout circuit. This 
sensitive part is made from a thin film of  amorphous silicon . The proper 
design of the support legs provides the required thermal insulation, while it 
also ensures the mechanical strength and electric connection of the 
thermometer. To further improve the thermal insulation, the sensor is 
packaged under vacuum.. Although the elementary module represented here 
measures 50 µm by 50 µm, IRFPA with 25µm pixel are now totally 
affordable, and latest developments are now focused on 17µm pixel 
achievement. 

On top of the readout circuit a reflector is deposited. It forms with the 
electrodes a quarter wavelength cavity for a wavelength of 10 µm and it 
boosts the absorption by creating a maximum intensity at the detector level.  
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Figure 18. Pixel architecture 

 
 
 

Figure 19. Zoom on the contact between readout circuit and thermometer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 20. 2D microbolometer readout circuit architecture 
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Absorption of such a structure while considering that the reflector  and 

the electrodes are separated by vacuum is: 
 

 
 
With R

�
, resistivity of the electrodes, Rvide

�
 , the resistivity of the vacuum 

layer ie: 377 Ω/�, d, distance between the reflector and the electrodes and λ, 
the wavelength. The maximum value of ε is obtained for a resistivity of the 
electrode layers equal to the vacuum. In these conditions the device is called 
adapted. 

Absorption modelization of such Fabry Perrot cavity is widely described 
in the literature.  

 
 

4.2.3.3 Focus on MCT 
Hg(1-x)CdxTe presents unique properties that make it an ideal candidate 

for most of the needs in infrared detection in all the IR spectral bands.  
Firstly, the band gap can be tuned by just controlling the xCd/xHg ration 

of the alloy, making possible the entire infrared band to be covered from 
visible to very long wavelengths. (Zero band gap for xCd :0.15) as presented 
in figure 21A. 

Secondly, the lattice parameter doesn’t change at the first order from 
CdTe to HgTe. This allows the use of lattice matched CdTe substrates. Cd(1-
y)ZnyTe is the more extensively used today for its better quality and because 
it leads to a perfect lattice matching by adjusting at the second order with 
yZn composition to the xCd composition.  Very high quality epitaxial layers 
of Hg(1-x)CdxTe can be grown today on  very high quality Cd(1-y)ZnyTe 
oriented substrates with a crystallographic quality similar to the substrate. 

The very small lattice parameter variation versus composition makes also 
possible the fabrication of lattice matched multilayer epitaxies with only a 
very small amount of defects and dislocations. Today, very high quality 
Hg(1-x)CdxTe/ Cd(1-y)ZnyTe epitaxies can be grown either by liquid phase 
epitaxy or by vapor phase epitaxy (molecular beam epitaxy for example). 
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This semiconductor can be doped n-type (for example with Indium) and 
p-type (by mercury vacancies or Arsenic) making possible n on p or p on n 
junctions to be fabricated. 

Fundamental parameters such as lifetime are relatively high leading to 
low dark current and large quantum efficiency (near 1) photodiodes.  
Moreover the performances of detectors are only limited by the physics and 
predictable by validated models in a large domain of temperatures and 
compositions (see Figure 21B). 

Figure 21. A/ Lattice parameter of HgCdTe versus composition 

B/ Dark current model for n on p photodiodes for cut off wavelengths from 2µm to 
16µm and operating temperature from 30 and 300K 

 
 
This very large flexibility of these alloys makes possible: 
- the fabrication of a large variety of infrared detectors , in particular 

multicolor detectors which need multilayer epitaxies. 
- to adjust the composition of the alloys to the useful infrared band to 

get the ideal composition xCd / operating temperature couple to get 
the optimum performance for the focal plane array. 

Among the other advantages recently pointed out we can mention: 
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- an optimum light collection in backside illumination from the cut off 
of the detector to the near UV, including the entire visible spectrum, 
without any decrease of quantum efficiency. 

- A unique specificity in the semiconductor field for MCT avalanche 
photodiodes that can exhibit very large gain at moderate bias, 
without any excess of noise (F(K) strictly equal to 1). 

All these properties allow this semiconductor, to answer all the high 
performance needs and classes of detectors in infrared bands up to at least 
20µm. 

4.2.4 Terahertz image sensing – new concepts 

The terahertz part of the spectrum has recently been investigated. The 
ability to detect metallic parts under clothes without an ionization source is 
seen as being the answer to increased screening airport controls after 
01/09/11. 

Currently, no cost effective industrial solution exists and thus detectors 
are still at early development research & development stage. 

Up to now, several kinds of detectors have been studied worldwide for 
terahertz sensing. The following table summarizes the available devices: it 
was displayed by VTT in Finland and shows a THz detector classification of 
existing technologies. This classification stresses on three major issues: 
sensitivity, frequency range and price. 

Figure 22. Existing THz technologies (VTT) 
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Since last ten years, all R&D efforts spent in Europe were performed on 

MMIC (Monolithic Microwave Integrated Circuits), heterodyne detection, 
cryogenic bolometer. These technologies exhibit a major drawback: they can 
not provide large matrix for THz imaging. Moreover cost of these 
technologies is not compatible with industrial system applications described 
in the previous introduction.  

From this table it is straightforward that antenna coupled 
microbolometers operating at room temperature is a technology able to 
fulfill price constraint to deliver THz system for mass market application. 
Raytheon in the US started research on this topic since 2002 supported by 
homeland security effort and they displayed already significant results. In 
fact, at the SPIE Defense & Security conference in Orlando in 2005, they 
presented a 22x28 THz focal plane with a CMOS reading circuit (SPIE 
vol.5778). The performances of this device were presented in a qualitative 
manner only and there was no discussion of the electro-optical performances 
of the component in terms of sensitivity or equivalent thermal resolution.  

Figure 23. Operating principle of the antenna-coupled microbolometer Existing THz 

technologies  

 
If we compare it with the European approach, based mainly on direct 

detection, the following technical limitations exist in addition to high 
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delivery cost. Direct detection includes signal reception on an antenna and 
its amplification in the same (large) bandwidth, by means of several HEMT 
(High Electronic Mobility Transistor) stages using GaAs or InP devices. 
These needs contributed to the development of integration, hybridization 
and, finally, the appearance of specific integrated circuits: MMICs. These 
decrease losses by coupling and provide miniaturization, suggesting that 
integration into a focal plane will be possible. Also, it should be noted that 
this technology is limited in terms of frequency (spectroscopy for explosives, 
above 1THz, is not feasible) and currently the cost of the technological lines 
will not allow mass production.  

New terahertz image sensors concepts still need to be found. These 
should need to match image quality, production cost, power consumption 
and volume production.  

A possible technology for terahertz detection is based on CMOS 
compatible processing leading to sensors operating at room temperature and 
capable of low cost production. THz detector principle is slightly different to 
the IR microbolometer technology due to the fact that absorber and 
thermometer are physically separated. Metallic antenna enforced with 
quarter wavelength cavity will provide the coupling with the electromagnetic 
wave, producing a current flowing into a matched load resistance. Then the 
thermometer material will sense like a calorimeter the heat coming from 
THz radiation Joule effect on the load. Schematic presentation of the 
operating principle is displayed on the picture below 

 

5 OUTLOOK: THE FUTURE OF SEMICONDUCTOR 
IMAGE SENSING 

Thanks to the amazing, relentless progress of semiconductor technology, 
in particular the specialized CIS processes which are derived from 
mainstream CMOS processes, we will soon have more cameras than people 
on earth. This fact has a rather simple consequence, namely that many more 
pictures will be acquired than can be looked at by human beings, which is 
particularly true and worrying in the case of security and surveillance 
cameras. For this reason, experts agree on the direction electronic imaging 
will progressively take in the future: Image sensors need to be equipped with 
an ever-increasing amount of digital processing power, enabling these 
imagers not only to acquire pictures but also to improve the pictures’ quality 
with suitable post-processing and to extract meaningful information about 
the contents of a scene using powerful object recognition and classification 
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hardware. The goal will be single-chip machine vision systems that 
“understand” what they see. 

Impressed by the demonstration of image sensors with more and more 
integrated functionality, a prominent researcher in the field proclaimed the 
imminence of such "seeing chips", already two decades ago [12]. It is true 
that for certain tasks, a few examples of image sensors with complete, 
integrated image processing hardware have been reported, such as single-
chip fingerprint recognition and identification systems. Other types of smart 
image sensors have been demonstrated that are capable of carrying out a few 
important, but still only rather basic functions for the vision process on a 
single chip. The more research results are reported, however, the more 
obvious it becomes that "vision is difficult", as suspected in [12]. It is clear 
now that early expectations of monolithically integrated single-chip vision 
systems were too high. While it is possible today to co-integrate an image 
sensor and all the necessary processing circuitry on a single chip for the 
solution of a given, not too complex machine vision problem, such an 
accomplishment is far removed, though, from the original idea of a seeing 
chip, capable of visually perceiving important aspects of an imaged scene. 

 
The main obstacle is not a technological one; today, a lot of digital 

processing power and memory can be packed onto a single chip. The 
problem is rather our still very limited understanding of the natural vision 
process and how to translate it into reliably working algorithms, for which 
dedicated circuitry can be fabricated on a “smart” image sensor. Despite 
almost 50 years of research in machine vision, the man-made, robust 
machine vision system performing as well as natural vision systems, such as 
the visual sense of insects, is still elusive. Recent research is increasingly 
taking clues from the successful natural vision systems, where evidence can 
be found that all kinds of cognitive functions in humans are implemented 
with the same basic functionality and system architecture, the so-called 
“Mountcastle observation” [13]. This is an exciting prospect, of course, that 
may not only lead the way to “seeing chips” but also to “hearing 
microphones” and – more generally – to “aware sensors”. In any case, all 
these developments clearly require more insight and for its implementation 
more microelectronic functionality on each chip – more Moore, and more 
than Moore! 
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